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The n-width of a compact set K in a finite or infinite dimensional Banach
space B is defined after Kolmogorov [4, 7] as

d(K,B)= inf sup dist(x, L),

L,dimLgn xex
where

dist(x, M) = inf [x— ylls-

The computation of asymptotics of these characteristics for concrete classes
of compacta and Banach spaces of smooth and holomorphic functions was
one of the central problems of the theory of approximation for the last two
decades. However, except for Hilbert spaces, it seems there is no information
on the structure of the set &, of those n-dimensional subspaces in B which
give the minimal value of the function

8,(K; L)= sup dist(x, L), dim L = n.
x€ek

Karlovitz 2, 3] and Ismagilov and Mityagin (see |1, Theorem 1.2]) give
the complete description of the set in the case of an ellipsoid in a Hilbert
space. Melkman and Micchelli [5] showed that spline subspaces are optimal
in Sobolev spaces W (one variable).

In this note we extend the Ismagilov—Mityagin analysis (p = 2) to the case
of p-ellipsoids

for any p, 1 < p < o0. Assume that {a,}} ,, N < o0, is a strictly decreasing

sequence of positive scalars.
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It is well known [6] that in the above case

d(&,1,)=a,, n>0
0

¥, ={L,dimL=n|d,(&;L)=a,}.

If we let {e;};"_, be the coordinate vectors for I} and H, =sp{e;}]_,, then it
is easy to see that H, is an optimal subspace of dimension n. However, small
perturbations of the subspaces also yield optimal subspaces. Below we give a
precise description of these perturbations.

For the remainder of this paper, fix # < N  00. To simplify notation, it is
to be understood that [, =15

Set
N‘ x: |P
E=Ixel:y | = glﬁ, 1<p<w
i=o | @i
= Ix€l, sup’—'—,gl , p= 0.
{ i

Let {e,};_, and {ej}}_, be the coordinate vectors for /, and /,, respectively,
where 1/p + 1/qg = 1. For each n, with 1 <n < N,

H,=sple}icn H'={x€l:x;=0,0<Lign},
H,=splej}icn.r Hi={y€l:y=0,0<i<n}.
On H/, define

n—1

1/q9
Ioll=[ ¥ @ —aimi | 1<a<eo

i=0

= sup a;w q= .
0gign—1
On H}, define
N 1/q
o= 3 @-annr]"  1<q<o
i=n+1
=a, sup |yl q = 0.
i»n+1
Since {a,;}}_,is strictly decreasing, it is easy to see that ||| - |||, and || - |||, are

norms on the spaces H, and H, , respectively. For 1 { p < oo, we have
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THEOREM. Let L be a subspace of |,, dim = n. L is an optimal subspace
if and only if L = graph(S), where S: H,— H" is a linear operator with
Syl <M »ll.YyeH;.

Proof. We give all the details in the case 1 <p < oo and then some
comments to adjust this proof to the cases p=1 or co. Suppose L is an
optimal subspace of dimension n. Then

max dist(x, L) =a,. 0}
xe&

Let Q:1,— [,/L be the canonical surjection. ¥ x € /,,

1Qxll, . = inf llx — pI, = dist(x, L)

By (1).
||Qx||lp/L<ans VxE&.

Define A: [, - [, by Ae,=a,e;, 0 <i< N. Thus & = A(B), where B is the
unit ball in [,. Consider Q4:/,-1,,

Al = sup 1QAx|, . = Sup 19x1l,. < ay.

Hence
(4'Q'|=[04| <a,. ()

Furthermore, A’ [,. = A’Q’ implies [|4'|,: < a,.

Next, we assert that L* M H’ = {0}. If not, then exists some z € L, N H/,
with |z||,=1. By (2), ||[4'z]|,<a,. But z€ H}, so ||4'z],>a,_, since
A'z=3Y"1"Ja,z;e]. Thus a, >a,_, > a,, a contradiction.

Now let P,: L* - H}_, be the coordinate-wise projection. L* M H,, = {0}
implies that P, and R,: H,—[,/L* are 1-1. Since H} and [,/L" are finite
dimensional, R, is an isomorphism. Hence /, =L'® lq/Ll. Using this fact,
it is easy to show that P, is also onto.

For each y € H} |, let Ty = P;'y —y. Since P, is a bijection and P, 'y =

y+Ty, L' ={y+Ty:y€H} |}. Now || 4’|, || <a, implies that
4’y +4' Ty, <a,ly+Tyl, VYyeH;,
by the decomposition of L*. So for each y € H} ,

4’y + A'Ty||2 < a%|| y + Ty||¢. €y
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But y and Ty are disjointly supported and the subspaces H) and H_, are
invariant under 4, hence

N4y + 14" Ty|i=|lA"y + A'Tylg < aill »1; + ai) Tylig 4)
or
4" Tyllg — agll TYlg<azyIG—N4»Il;  Yy€H;_,. ()
Substituting e/, into (5), we have
14" Te,||3 — ajl| Te, 1 < azllenll; — llaqenllf =
So

[4'Teyll, < aullTe,l, and  a,_[|Teyll, <a,llTe;l,
since Te, € Hj. Thus Te, =0. Let T = T|,.- By (5),

14" Tyl —az | TYIG<azll ¥l — 14"yl YyeEH,.

That is,
n—1 n—1
Z [(4'Ty);|* — aj Z I(Ty);|®
i=0 i=0
N N
<al X o|nl'= Y ),
i=n+1 i=n+1
n—1 n-—1
< > afl(Ty),l" —al > [(Ty)l°
i=0 i=0
N N
ai Y {yl'= Y allyl®
i=n+1 i=n+1

n—1 N
< Y @=a)@)lI'< X (a@i—adlyl
i=0

1=n+1

< <lyll.  YyeH,. (6)

From the decomposition L‘={y+ Ty:y€ HS |}, it follows that
K,={x—Tx:x€H,} <L, where T": H,— H,;. Given any x € H,, x and
Ix are disjointly supported. Hence dimK,=n=dimlL and
L=K,={x—T'x: x € H,} Setting S=-T, we have
L = {x + Sx:x € H,} = graph(S) with [|S"ylll, <l yll, Yy € Hy .

Since the above steps are reversible, the theorem is proved.
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In the case p =1, we obtain the estimates of the norms as in (3)-(6) by
observing that Vy € H

n-19
4y +A4' Tyl <aull ¥ + Tyl
< sup I(4'y +A'Ty);| < a,sup|(y + Ty),l

<> max[sup ;| y;|, sup a,|(Ty)|
i>n i<n—1
< a,max[sup | y;|, sup |(Ty);]
izn i<n-—1

< sup a,|(Ty),[<a,sup|y,|
in-—1 izn

by the nature of the sequence {a;}}_,.

In the case p= o, let {v,,...,v,} be a basis for L. Replace L* by L* =
(7., Kerv;. As in the previous cases, ||4'|,.]|<a, and L* N H/ = {0}.
The remainder of the proof is the same as in the case 1 < p < oo.

Remark. In the above analysis, the strict monotonicity of the sequence
{a;}¥_, was not necessary. Let m=min{k<n:a,=a,,,=---=a,} and
M=suplk>na,=---=a,_,=---a,_,}. Then we have

PROPOSITION. L is an optimal subspace if and only if L = graph(S) @ E,
where E is a subspace of H,, "H™ ' and S: H,,—~ H" "' is a linear operator
with [I1S"plll, <l ylll, Yy € Hyg .

The analysis for this case is the same as in the proof of the theorem. If L
is an optimal subspace and Q:L - H,@ HY™' is the coordinate-wise
projection, set E = Ker Q. It follows that (QL)", the coordinate projection of
(QL)* into H!, ® H},_,, is isomorphic to H;, ,. (This is an analogue of the
statement that L*NH,={0} and P, is onto in the case of strict
monotonicity—see the two paragraphs before (3).) Thus there is a linear
operator T: H;,_, - H!, such that (QL)* = graph(T). The remainder of the
analysis parallels the arguments in the proof.
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