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The n-width of a compact set K in a finite or infinite dimensional Banach
space B is defined after Kolmogorov [4, 7] as

dn(K, B) = inf sup dist(x, L),
L,dimL<;;n xeK

where

dist(x, M) = inf Ilx - YIIB'
yeM

The computation of asymptotics of these characteristics for concrete classes
of compacta and Banach spaces of smooth and holomorphic functions was
one of the central problems of the theory of approximation for the last two
decades. However, except for Hilbert spaces, it seems there is no information
on the structure of the set y:;n of those n-dimensional subspaces in B which
give the minimal value of the function

on(K; L) = sup dist(x, L),
xeK

dimL = n.

Karlovitz [2, 3 J and Ismagilov and Mityagin (see [1, Theorem 1.2]) give
the complete description of the set in the case of an ellipsoid in a Hilbert
space. Melkman and Micchelli [5] showed that spline subspaces are optimal
in Sobolev spaces W~ (one variable).

In this note we extend the Ismagilov-Mityagin analysis (p = 2) to the case
of p-ellipsoids

it = Ix E l~: £ Ix~ Ip ~ 1 II .=0 a. I

for any p, 1~p ~ 00. Assume that {ail7=0' N ~ 00, is a strictly decreasing
sequence of positive scalars.
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It is well known [61 that in the above case

dn(g', lp} = an' n ~ 0

If we let {etff~o be the coordinate vectors for l~ and H n = sp {ed7:d, then it
is easy to see that Hn is an optimal subspace of dimension n. However, small
perturbations of the subspaces also yield optimal subspaces. Below we give a
precise description of these perturbations.

For the remainder of this paper, fix n <N ~ 00. To simplify notation, it is
to be understood that Ip = l~.

Set

1 N I~: I

P

~ 1(,g'= '\' I~p < 00xE lp: .:....
/=0

= lXElco:s~p I~: I~I!, p= 00.

Let {etff~o and {eilf=o be the coordinate vectors for lp and lq, respectively,
where lip + Ilq = 1. For each n, with I ~ n <N,

H n = sp{e/}/,n_,

H~ = sp{ei}l,n_'

On H~, define

H n = {x E Ip: x I = 0, 0 ~ i ~ n },

H: = lyE Iq:YI=O,O~i~n}.

In-I ]'Iq
Illwlll,= ~o (ar-q~}lw/lq

sup a/lwll
O<;;I<;;n-1

On H: ' define

III yllb = L~+l (a~ - ani Yll
qrq

=an sup IYII
I>n+ ,

l~q<oo

q= 00.

q = 00.

Since latff~ois strictly decreasing, it is easy to see that III . III, and III· lib are
norms on the spaces H~ and H: , respectively. For I ~p ~ 00, we have
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THEOREM. Let L be a subspace of lp, dim = n. L is an optimal subspace
if and only if L = graph(S), where S: Hn-+ Hn is a linear operator with
IIIS'yllll ~ III Yll12 Vy E H:.

Proof We give all the details in the case 1 <p < 00 and then some
comments to adjust this proof to the cases p = 1 or 00. Suppose L is an
optimal subspace of dimension n. Then

max dist(x, L) = an'
xel!

Let Q: lp -+ lp/L be the canonical surjection. V x E lp,

II Qxll/ IL = inf Ilx - Yllp = dist(x, L).
P yeL

By (1).

(1)

VxElf.

Define A: lp-+lp by Ae/=a/e/, O~i~N. Thus If=A(B), where B is the
unit ball in lp. Consider QA: lp -+ IplL

II QA II = sup II QAxll/p/L = sUP II Qxll/ IL ~ an'
xeB xe)' P

Hence

IIA'Q'II =IIQAII ~an' (2)

Furthermore, A' ILl. = A'Q' implies IIA' ILl. ~ an'
Next, we assert that L.l. n H~ = {Of. If not, then exists some z E L-;; n H~

with IIZllq= 1. By (2), IIA'zllq~an' But zEH~, so IIA'zllq~an_l since
A ' "n-I I Th '- d' .z = L../=o a/z/e/. us an 9 an _I >an' a contra lctton.

Now let Pn: L 1. -+ H:_ 1 be the coordinate-wise projection. L 1. n H~ = {O}
implies that Pn and Rn:H~ -+ lq/L 1. are I-I. Since H~ and lq/L 1. are finite
dimensional, Rn is an isomorphism. Hence lq = L 1.1;B lq/L 1.. Using this fact,
it is easy to show that Pn is also onto.

For each y E H:_ 1 , let Ty = p;;ly - y. Since Pn is a bijection and P;; 'y =
y + Ty, L 1. = {y + Ty: y E H:_tl. Now IIA' IIL1.11 ~ an implies that

by the decomposition of L 1.. So for each y E H:_1

IIA'y +A'Tyll~ ~ a~11 y + Tyll~· (3)
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But y and Ty are disjointly supported and the subspaces H~ and H:_ 1 are
invariant under A, hence

IIA 'yll: + IIA'Tyll: = IIA'y +A'Tyll: ~ a~1I yll: + a~11 Tyll: (4)

or

IIA'Tyll~ - a~11 Tyll: ~ a~ YII~ -IIA'yll~

Substituting e~ into (5), we have

VyEH~_I' (5)

So

and

since Te~ E H~. Thus Te~ = O. Let T= TIll':' By (5),
n

IIA 'Tyll: - a~ II TYII~ ~ a~11 YII~ -IIA 'YII~

That is,

n-I n-I

I I(A 'Ty)/Iq - a~ I I(Ty)/l
q

/=0 /=0

N N

~ a~ I Iy/l
q

- I I(A 'y)/Iq
/=n+l i=n+1

n-I n-I

<=> I ail(Ty)d
q

- a~ I I(Ty)/l
q

/=0 i=O

N N

~ a
q

)' IY·l
q

- )' a~1 Y·l
q

-...:::::: n ~ I ........ J I

/=n+1 /=n+l

VyEH:.

n-l l\'

<=> I (at - a~)I(Ty)/lq ~ I (a~ - ani y/l
q

/=0 I=n+l

<=> III Tyllil ~ Illy lib (6)

From the decomposition L 1. = 1y + Ty: y E H:_ 1 }, it follows that
K n = {x - T'x: x E Hnl ~ L, where T': H n -+ H:. Given any x E H n, x and
Tx are disjointly supported. Hence dim K n = n = dim Land
L = K n = {x - T'x: x E Hnl. Setting S = - T', we have
L = {x + Sx: x E Hnl = graph(S) with IIIS'yllll ~ III yll12 Vy E H:.

Since the above steps are reversible, the theorem is proved.
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In the case p = 1, we obtain the estimates of the norms as in (3}-(6) by
observing that VY E H:_ 1 ,

IIA 'y +A 'TYlloo ~ anll Y + Tylloo

¢:> sup I(A 'y + A 'TY)il ~ an sup I(y + TY)il
i i

¢:> max [sup ail Yil, sup anl(TY)ill
i>n i<;;n-l

~ an max[sup IYil, sup I(TY)ill
i>n i<;;n-I

¢:> sup ail(TY)il ~ an sup IY,I
i<;;n-l i>n

by the nature of the sequence {a i}7=o'
In the case p = 00, let {v p"" Vn} be a basis for L. Replace L 1. by L + =

n7=IKervi' As in the previous cases, IIA'IL+II~an and L+nH~={O}.

The remainder of the proof is the same as in the case 1 <p < 00.

Remark. In the above analysis, the strict monotonicity of the sequence
{ad7=o was not necessllry. Let m=min{k~n:ak=ak+I=·.. =an} and
M = sup {k > n: an = ... = ak_2 = ... ak_ I}. Then we have

PROPOSITION. L is an optimal subspace if and only if L = graph(S) (j;) E,
where E is a subspace ofHM n H m

-
1 and S: H m -+ H M

-
1 is a linear operator

with IIIS'yIIIl ~ III yII12 VY E H:'_I'

The analysis for this case is the same as in the proof of the theorem. If L
is an optimal subspace and Q: L -+ H m (j;) H M

-
1 is the coordinate-wise

projection, set E = Ker Q. It follows that (QL) +, the coordinate projection of
(QL)1. into H~ (j;) Htl-1' is isomorphic to H:'_I' (This is an analogue of the
statement that L 1. n H~ = {O} and Pn is onto in the case of strict
monotonicity-see the two paragraphs before (3).) Thus there is a linear
operator T: Htl_l -+ H~ such that (QL)+ = graph(n, The remainder of the
analysis parallels the arguments in the proof.
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